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Abstract— For robots to operate in a three dimensional world
and interact with humans, learning spatial relationships among
objects in the surrounding is necessary. Reasoning about the
state of the world requires inputs from many different sensory
modalities including vision (V) and haptics (H). We examine the
problem of desk organization: learning how humans spatially
position different objects on a planar surface according to orga-
nizational “preference”. We model this problem by examining
how humans position objects given multiple features received
from vision and haptic modalities. However, organizational
habits vary greatly between people both in structure and
adherence. To deal with user organizational preferences, we
add an additional modality, “utility” (U), which informs on
a particular human’s perceived usefulness of a given object.
Models were trained as generalized (over many different people)
or tailored (per person). We use two types of models: random
forests, which focus on precise multi-task classification, and
Markov logic networks, which provide an easily interpretable
insight into organizational habits. The models were applied
to both synthetic data, which proved to be learnable when
using fixed organizational constraints, and human-study data,
on which the random forest achieved over 90% accuracy. Over
all combinations of {H, U, V} modalities, UV and HUV were
the most informative for organization. In a follow-up study,
we gauged participants preference of desk organizations by a
generalized random forest organization vs. by a random model.
On average, participants rated the random forest models as
4.15 on a 5-point Likert scale compared to 1.84 for the random
model.

I. INTRODUCTION

Researchers have developed robotic systems that can per-
form a variety of household tasks ranging from automated
cleaning robots [1], to aiding in kitchen tasks [2], [3], to
robots assisting the disabled and elderly in their everyday
lives [4]. The knowledge of encoding spatial relations of
objects is relied on by many in-home tasks such as organizing
a desk or a shelf, cleaning an area, or retrieving requested
objects.

Spatially organizing objects in turn requires an algorithm
to model a person’s preferences as well as an object’s
attributes in order to infer spatial relationships suited to a par-
ticular task. In this paper, we investigate this problem further
by focusing on the task of autonomous desk organization.
Through this task, we are particularly interested in exploring
the role of an object’s multimodal physical attributes and a
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Fig. 1: A sample desk organization task.

person’s organizational preferences in learning and inferring
spatial relationships.

Desk organization presents a challenge as the location of
objects on an organized desk is a function of not only the
object’s physical attributes but also a person’s preferences of
what is “organized” and also their perceived usefulness of
each object.

Multimodal learning, which leverages information from
inputs from multiple modalities such as vision and haptics,
can provide interesting insights into the roles these inputs
play in the task of spatially organizing objects. In this paper,
we consider physical attributes such as color, shape, size,
weight, and rigidity of an object as well as its functional
attributes such as its utility in the context of a user’s
preference in order to infer spatial relations.

We approached learning these spatial relationships from
multimodal inputs using both Markov Logic Networks
(MLN) [5] and Random Forests [6]. For visual modality,
we trained a MaskRCNN [7] over the objects used during
experimentation as a proof of concept to detect objects as
well as to identify their color and shape. For haptic modality,
we used a haptic sensor to obtain values for rigidity. Some
physical attributes such as weight (heavy or light), size (large
or small), and functional attributes (utility) are subjective and
depend on the user. Therefore, we performed human-subject
studies and obtained values for these attributes from human
responses. Our models use these attributes to learn spatial
relationships that a particular user prefers when organizing
their desk, then predicts object placements and relationships
for new desk situations.

Our results indicate that people do follow latent patterns
when organizing objects on a desk. We selected MLN as it
provides easily interpretable results in the form of weighted
formula, which showed that utility was the most informative
modality when determining spatial relationships between
objects, followed by vision and lastly haptics. We compared
Markov logic networks to a random forest which trades
interpretability for increased accuracy, lower training time,



Fig. 2: Example pipeline for the desk organization problem. Utilizes MaskRCNN for object detection on visual input which
is used to extract clusters (ci). From this visual input, properties such as color and shape can be extracted by annotation
models. Using the detected clusters, haptic properties can be gathered through manipulation with a robotic end-effector
equipped with haptic sensors.

and better abstraction of organizational concepts.
Our contributions include:
1) Analyzed the role of multimodal inputs in spatial

relational learning
2) Modeled user’s preferences in the context of spatial

relational learning using a desk organization task
3) Added utility modality to model individual differences

in object preferences

II. RELATED WORK

A. Multimodal Spatial Reasoning

Spatial reasoning is a fundamental skill that supports
robotic understanding of human intent [8] and execution
of daily tasks [9]. There has been extensive work done in
understanding spatial reasoning for robotics [10]–[12]. A
typical organizational directive, such as “place the eraser to
the left of the keyboard” not only relies on the robot’s ability
to properly categorize objects (“eraser” and “keyboard”)
but also on its learned spatial knowledge associated with
prepositions (“left of”) [13]. Observing how humans define
spatial relations in tasks allows spatial relation learning
from humans, which has now attracted attention in the
fields of computer vision and audition [14]–[17] as well
as robotics [18]–[20]. Maintaining spatial concepts between
objects and places [20] as a form of knowledge enhances the
robustness in navigating a human-living environment [19]
by self-localization of the objects in the domain (e.g. water
bottle, box, mouse, etc.).

Our focus is to analyze how multimodal inputs specifically
facilitate spatial reasoning for robotics. When a robot physi-
cally interacts with an environment, there is an opportunity to
collect data from multiple modalities such as vision, haptics,
textures, gestures, language, and audio [18], [21]. The mu-
tual enhancement between multiple modalities inspires our
multimodal learning [22]. Multimodal learning in robotics
does not only provide more information to spatial learn-
ing [23], but also explores the association between different
perceptions [18]. Spatial relational learning falls under the

multimodal task of translation, namely, using vision, haptic,
and/or audio data to ground the natural language which
describes the spatial relations.

B. Relational Models

Markov Logic Networks (MLN), which are probabilistic
graphical models, are a common method to represent re-
lational information about the objects in the world [5], in
this case, spatial relations (e.g., the coffee cup is behind
the monitor) and object attribute relations (e.g., the water
bottle is a hard blue cylinder). In addition to MLNs, others
have tried neural networks, add-or graphs, and support vector
machines to varying degrees of success [14], [18], [24].
There are some similar methods which use attention aug-
mented networks to learn spatial relations [25], [26]. MLNs
combine the ability of a Bayesian network to encode arbitrary
probability distributions with the power of first-order logic
[5]. We use the MLN, as such models require less data to
train, allow for the addition of hand-crafted features (e.g., for
spatial relations), and offer more interpretability than others
[24]. Similar to [27], we use the MLN to encode cross-
modal relationships essentially serving as the fusion step
in multimodal learning. First order formulae in our MLNs
are used to encode spatial-modality relationships between
object attributes and spatial relationships while the graph
structure allows for cross-modal interaction. In our case,
MLN groundings are attribute predicates and domains (such
as color, shape, etc.) along with an object and attribute
value (blue, rectangle, etc.). Each predicate can, as in [28],
have an associated annotator which generates groundings
in the associated domain. These annotators are separate,
independent models which are given detected clusters and
produce annotations in their expert domain, such as color,
shape, etc. Figure 2 shows how a MaskRCNN can be used
in conjunction with visual annotators, which operate on
image input, as well haptic annotators which require visual
input to detect and classify rigidity and weight by robotic
manipulation.

We also use an ensemble learning algorithm, namely
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Fig. 3: An example scene with 3 objects, A, B, and C,
showing their positions relative to a desk (which quadrant
the object is in) and relative to other objects (by cardinal
direction).

random forest, to compare with the MLN [6]. We vectorized
the attribute predicates and domains. We were motivated to
try these as an alternative to the more interpretable MLNs.
By turning spatial reasoning into a classification problem
with discrete spatial relations, random forests can be used for
spatial reasoning. They have been used in various fields for
multi-modal learning. Some examples include classification
of Alzheimer’s disease [29], automatic job-candidate screen-
ing based on video CV’s [30], and news article classification
[31]. The features used depend on the problem at hand: [29]
uses, amongst others, MRI volumes and voxel-based FDG-
PET signal intensities. On the other hand, the job-candidate
used videos [30], while the news article one used n-gram
textual features and a representative image [31]. Even so in
the case of missing/incomplete data. So, random forests seem
to be a pragmatic model to use for our problem.

III. A TALE OF TWO MODELS FOR DESK ORGANIZATION

We define the desk organization problem as spatial infer-
ence according to the properties of objects [32], [33]. For
a given desk organization “scene”, we assume that there
are K objects O = {o1, · · · , oK}. We also assume that we
can extract features F (oi) of an object oi using multiple
modalities. These features are used to infer the spatial
information R about how the object should be organized
with other objects. We model the human preference as
P (R | F (o1), · · · , F (oK)), which then defines the desk
organization problem as

argmax
R

P (R | F (o1), · · · , F (oK)). (1)

so that a robot can organize the objects based on inferred
spatial information.

In this paper, we focus on two forms of spatial relations.
Objects can be located relative to the desk and relative to
each other. Spatial relations between objects are encoded
as cardinal directions between unique object pairs. For ex-
ample, in Figure 3, object A is southeast of object B (and
correspondingly object B is northwest of object A). Spatial
relations between an object and the desk are described by
the quadrant ∈ {1, 2, 3, 4} in which the object resides. In
Figure 3, object A is in quadrant 4. This quadrant-based

spatial relation serves two purposes. First, it models how
people position objects on desks as very few (if any) are
placed in the center of a desk (where the quadrants would
intersect) and most objects are placed in the corners of
the desk. Second, it simplifies the relational space that the
model must learn as the relative relations are known between
any two objects in different quadrants (e.g., any object in
quadrant 1 is necessarily north of another in quadrant 4).
In addition to cardinal directions between objects, we allow
for smaller objects to be placed “in” larger objects. Thus,
we define two types of spatial information for the desk
organization problem, which are
• RQuad(oi) ∈ {1, · · · , 4} tells which quadrant object oi

is in.
• RRel(oi, oj) ∈ {E,NE,N,NW,W,SW,S, SE, IN,

NONE} tells the spatial relation of object oi relative
to oj .

Without any loss of generality, we impose conditional
independence assumption to decompose the problem. We can
solve equation (1) by factorizing as

argmax
{RQuad,RRel}

K∏
i=1

P
(
RQuad(oi) | F (o1), · · · , F (oK)

)
K∏
i=1

K∏
j=i+1

P
(
RRel(oi, oj) | F (o1), · · · , F (oK)

)
(2)

so that we can solve each factor independently. Using equa-
tion (2), we can have two inference problems for quadrants
and relations. The conditional independence allows us to
solve equation (2) by:

ˆRQuad(oi) = argmax
RQuad

P
(
RQuad(oi) | F (o1), · · · , F (oK)

)
ˆRRel(oi, oj)

= argmax
RRel

P
(
RRel(oi, oj) | F (o1), · · · , F (oK)

)
(3)

Figure 4 illustrates the two models that represent equa-
tion (2). For an object oi, we evaluate which quadrant it
shall be in, RQuad(oi), by the features of the object F (oi)
and in the context of the features defined over all other
objects {F (ok) | k ∈ {1, · · · ,K} \ {i}}. Similarly, we
evaluate the spatial relation of oi to reference object oj where
i 6= j by features of both objects, F (oi) and F (oj), and
in the context of the features defined over all other objects
{F (ok) | k ∈ {1, · · · ,K} \ {i, j}}.

We analyze our models’ ability to represent a human’s
preference in this desk organization problem in the following
aspects:
• Accuracy: How many spatial relations can the model

correctly predict?
• Generalization: Can this model generalize to different

people’s organizational preferences?
• Interpretability: Can we determine from the model what

rules a human uses when organizing objects?
• Satisfaction: Is the person satisfied with the desk orga-

nization produced by the model?
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Fig. 4: Models for spatial position and relation inference.

In order to model the prediction defined in equation (3),
we choose two canonical models, Random Forest [34] for
classification precision and Markov Logic Network [5] for
interpretability.

A. Modeling using Markov Logic Networks
The graph nature of MLN allows it to directly combine

both quadrant and relative spatial relations in one model and
allows for the querying of each type of relation indepen-
dently. In order for the MLN to learn, it must first enumerate
all predicate groundings using the specified domains. In order
to limit the size of this space, we construct attribute domains
COLOR and SHAPE to use a handful of unique values while
SIZE, WEIGHT, and RIGIDITY use a binary classification. In
the MLN, we define the following domains:

QUAD = {1,2,3,4}
DIR = {E, NE, N, NW, W, SW, S, SE, IN, NONE}

COLOR = {RED, BLUE, BLACK, GREEN, YELLOW,
OTHER}

SHAPE = {RECTANGLE, CYLINDER, CUBE, OTHER}
SIZE = {SMALL, LARGE}

WEIGHT = {LIGHT, HEAVY}
RIGIDITY = {SOFT, HARD}

UTILITY = {1,2,3,4,5,6,7}
Initially, we provide the MLN with an unlearned set

of formula expressed in first-order logic in terms of the
predicates and domains above. We include formulae relating
COLOR, SHAPE, SIZE, WEIGHT, RIGIDITY, and UTILITY to
DIR and QUAD. During training, these formulae are expanded
to include all possible groundings, after which, during the
training process each formula receives a weight.

B. Modeling using Random Forests
Although less interpretable, random forests have more

powerful representational abilities. As described earlier, we
use two independent random forest models to capture all
spatial relations. One model captured the quadrants for each
object (RFquad), and the other model captured the relative
spatial relations between objects (RFrel). The architecture
of the 2 models is the same. The models use Gini impurity
[35] as their criterion for splitting nodes. We keep the trees
of the forests fully grown and unpruned, as our dataset was
not so big as to put a cap on the memory consumption of the
model. We define 20 estimators (20 decision trees comprising
the forest) in each random forest.

We decided to split the spatial reasoning task into 2
models, which follow equation (3); they deal with vectorized
representations of features and spatial relations. Quadrant
relations, and relative spatial relations operate in 2 separate
domains, or classes, namely QUAD and DIR as defined in
§ III-A. So, following the domain design in MLN, we would
need to enable multi-class classification. We describe in more

detail how the two forests worked together to perform scene
generation as well as how the accuracies of the two forests
were computed.

For simplicity, the MLN predicate syntax as described
in Section III-A was also used to describe scenes and
objects with the Random Forest. For each object, the domain
groundings (which act as features for the classifier) are
converted into one-hot vectors. The vectors are concatenated
to product input vectors for the random forest. In our usage,
we restrict the set of desk scenes where K = 7. To generate
scenes, RFquad is used to assign a quadrant to each of the 7
objects and then RFrel assigns cardinal relational directions
between every pair of objects in the same quadrant.

IV. EXPERIMENTS AND RESULTS

A. Experimental Setup

For experimentation, we selected 17 objects that fit in the
domains described in Section III-A. These include typical
desk objects such as a mouse, a box of paperclips, and
a cellphone as well as more unusual objects such as an
eraser cube, empty soda cans, and a Rubik’s cube. These
objects were chosen such that they shared properties in some
modalities but differed in others. For example, the Rubik’s
cube and eraser cube both have the SHAPE of CUBE and
the COLOR of OTHER, but differ in their RIGIDITY, where
the Rubik’s cube is HARD and the eraser is SOFT. Some
objects, such as the phone, only have one set of attributes
while others, such as the dry erase marker, can have different
attributes depending on which marker is used (red, blue, etc.).
With our object set defined, we experimented with synthetic
data, human data from multiple studies, and real-world robot
demonstrations in order to determine the representational
power of our models.

B. Synthetic data

1) Experimental Procedure: We generated the synthetic
data using a scene generator by picking objects at random
with replacement from the set of all objects and positioning
them on a desk programmatically according to a predefined
list of constraints.

In collecting synthetic data, we generated 30 scenes. These
scenes consisted of 6 to 9 objects chosen uniformly with
replacement from the set of all objects. A quadrant annotator
then produced a list of quadrant predicate groundings (both
QUAD and DIR), given the set of input objects, which
described the position of every object. The groundings were
chosen based on the UTILITY, COLOR, and SHAPE of the
provided objects.

2) Results: Using 5-fold cross-validation, MLNs were
trained over the simulation set and used to predict object
relations. We measured accuracy in terms of number of
relational groundings (e.g., DIR(o0, o5, N)) which were
correctly predicted. Note that this relation means o0 is to the
North of o5. Over the simulation set, MLN achieved 99%
accuracy, thus showing organizational spatial relations can
be learned by one of our models.

To simulate uncertainty in annotation, “stochasticity” was
added to the simulation. Several sets of true positional
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Fig. 5: (a,b,c): Average fold accuracy during 5-fold cross-validation over 30 synthetic sample scenes. (d): Average participant
satisfaction, rated on a 5-point Likert scale on follow up survey images organized by both trained random forest and a
uniformly random quadrant model.

predicate groundings were generated with stochasticities
p = 0.05, 0.15, and 0.25. It means that, with probability
p each object attribute was modified to a value other than its
original (e.g., from COLOR(oi, RED) to COLOR(oi, BLUE)).
The introduction of this parameter simulates a noisy or
untrusted attribute annotator in order to determine (1).
Through 5-fold cross-validation with MLN, we found that
the model was relatively robust in learning the simulated
organizational strategy given small amounts of noise. As
seen in Figure 5c, accuracy, hence learnability, decreases
drastically with increasing stochasticity.

C. Human data: Initial study

1) Experimental Procedure: For the initial study, we
collected the human data during a human-participant study
with 11 participants. The participants designed 30 scenes
(similar to the experiments with synthetic data) by picking
7 objects with replacement. For each of the 30 scenes, we
instructed each participant to organize the 7 scene objects
on a desk divided into 4 quadrants only with the instruction
being that objects may not span across quadrants and may
not be on top of one another.

We also asked the study participants to subjectively
characterize each unique object’s WEIGHT and SIZE in
{LIGHT, HEAVY} and {SMALL, LARGE} categories respec-
tively. These results were averaged over all participants to
determine the canonical WEIGHT and SIZE of each object.
Each participant was also asked to rate the utility of each
object on a 7-point Likert scale. These results were not
averaged together; instead, when organizing a desk for a
particular participant, each object was assigned the utility
that the participant in question responded with. RIGIDITY
was determined by measuring the stiffness of each object
with a spring scale and choosing a threshold such that half
of the objects were SOFT and half were HARD. Each object
was measured on the surface where a human would normally
grasp it.

We trained two models over the same human dataset:
330 scenes, each with 7 objects, from 11 surveys with 5-

fold cross-validation. In order to account for differences in
an individual’s organizational preferences, the dataset was
partitioned by participant so models predicting for participant
n had only been trained on scenes from participant n. As
described in the beginning of Section IV, each participant’s
UTILITY ratings for each object were used during training. In
order to generate the true spatial relations for these scenes,
during the study photos were taken of each scene from an
overhead camera after organization. A positional annotator
used hand-annotated masks for each object to determine
which quadrant each was in, the pairwise cardinal relations
for each object, and the IN relation if two masks sufficiently
overlapped.

2) Results: Models were trained for each unique combina-
tion of the available modalities, resulting in 7 models: HUV,
HV, UV, HU, H, U, V. Accuracy during cross-validation
was measured for the MLN as described in Section IV-B. For
the random forest, the RFquad and RFrel cross-validation
accuracies were averaged together with weights K and

(
K
2

)
respectively where K is the number of objects in the scene.
This was done to make the results comparable with those of
the MLN, as K and

(
K
2

)
represent the ratio of QUAD and

DIR formula respectively.
As seen in Figure 5a, the Random Forest is able to

achieve very high accuracy in cross-validation with nearly
95% in average when using haptics, vision, and utility.
With this decomposition, we can also observe that vision
alone achieves 83% accuracy in average, followed then by
haptics and utility. Here we see the benefit of multimodal
learning, as even with the introduction of one additional
modality, haptics, to vision, we see the accuracy increase
from 83% to 92% in average. The addition of our new
modality, utility, increased accuracy further to 98%. Both
of these are statistically significant increases, with p-values
less than 0.05, calculated via t-test. The t-statistic for the
first is 16.945 (79.30 degrees of freedom), and 27.399 (85.89
degrees of freedom) for the second. When using both haptics
and vision, the introduction of utility lead to a 6% increase
in accuracy. This, along with the 55% accuracy when using
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Fig. 6: Five scenes from five different study participants used in the follow-up survey. Each scene was organized by the
participant (Truth), a random forest model (RF), and a uniformly random positioner (Random).

utility alone, indicates that humans often take an object’s
usefulness into consideration when organizing items on a
desk.

Although the MLN does surpass the RF in interpretability,
it’s representational abilities are far inferior. As explained
in Section III-A, training the MLN requires expanding the
provided formula with all combinations of domain ground-
ings. As a result, the number of QUAD formula is linear with
domain size and number of modalities while the number of
DIR formula is multiplicative. Due to this fact, the parameter
space increases exponentially and convergence takes a long
time (much more than the random forest). So, we omit
this combination. Similarly, 10% of non-HUV MLNs also
failed to converge due to overflow and are therefore excluded
from the data in Figure 5b. From this figure, we can again
see that haptics and vision are among the most informative
modalities, followed by utility. However, the overall accu-
racy of the MLN model is much lower, with the highest
accuracy being 71% when using HV on participant 2’s desk
organizations. Despite this, we again see that the interaction
of multiple modalities yields higher overall predictive per-
formance. Comparing utility with haptics plus utility, we see
that the difference is statistically significant at p < 0.05 (t-
statistic is 11.924 with 84.842 degrees of freedom). Note that
these values are still much better than randomly guessing
the positions of each of the objects. For example, in any
one scene, there can be 7 unique objects. Each of these
must be assigned 1 of 4 quadrants uniformly at random: the
probability of being exactly correct is 1/47 = 0.00006.

3) Insights: Interpretability of MLNs: Because MLN is
programmed from first-order logics, the trained weight of
the first-order formulae supports its interpretability. We can
examine the weighted formula in the trained models to gain
insights into one’s organizational preferences. For example,
with the highest weight of 16161, the formula:

UTILITY(o1, 5) ∧ UTILITY(o2, 3) ∧ DIR(o1, o2, NW)

informs us that utility is taken into account when posi-
tioning objects and that this participant prefers more useful
objects to be positioned in front and to the right of less useful

objects. For another participant, we see with weight 10130,
that:

COLOR(o1, BLUE) ∧ COLOR(o2, OTHER) ∧ DIR(o1, o2, SE)

This again gives us insight into the organizational pref-
erences of this survey participant. Mainly that they tend
to position BLUE objects behind and to the left of OTHER
objects.

D. Human data: Follow-up Study
1) Experimental Procedure: After the initial user study,

which provided us with human data to train the MLN and
RF models on, we produced a numerical measure, namely
accuracy, of the model’s performance. However, human or-
ganizational habits are very subjective and multiple different
arrangements of objects on a desk may be considered “orga-
nized” by different people or even the same person. To deal
with this issue, we designed a follow-up survey to see how
well our accuracy metrics matched “human satisfaction”.
This was largely motivated by our overarching goal: to build
robots which can effectively operate in a three-dimensional
world and interact with humans.

We sent follow-up surveys to each of the 11 participants
of the original study. For each survey, we randomly chose 5
of the 30 scenes from the original study. For each of the 5
scenes, we included in the survey 3 images of that scene:

1) the scene as organized by the participant during the
study.

2) the scene as organized randomly.
3) the scene as organized according to a Random Forest

model’s predictions.
The original scenes are used as a reminder of what the

study involved and how they originally organized each scene.
They serves as a “calibration”, so that their organizational
schemes don’t drift too far from the original study. For
the random guesser, the 7 objects from the original scene
were positioned uniformly randomly along the x and y
axis of the desk plane. The randomly chosen location then
inherently yielded the quadrant and relative spatial positions
of each object. The purpose of these images is to provide a



comparison to the human organizational scheme from before
and the random forest organizational scheme. The scenes as
organized by the random forest were included to measure our
model’s ability to learn a participant’s organizational scheme.
However, the random forest models (namely RFquad and
RFrel) used to generate this scene version were trained on
scene data from all participants. That is to say, the models
for the follow-up survey were trained on 11×(30−5) = 275
scenes, and then the scene generation was performed on 5
scenes per survey.

In this capacity, the models are “general”, as opposed to
the “personal” models used in Section IV. Generalized mod-
els were chosen as opposed to tailored models to determine
if, in addition to human satisfaction, there were cross-person
patterns in how different people organized their desks and if
the models could pick up on these patterns. This was directly
motivated by real-life constraints of deploying agents with
good enough priors to perform personalized tasks, such as
desk organization, out of the box before they have a chance
to tailor their internal models to a particular person.

2) Results: Generalization and Satisfaction: In Figure 6,
we show 5 of the 30 scenes organized in three different
ways for 5 of the participants. The random forest was able
to successfully learn patterns in organizational choices that
humans make. For example, in scene 28 it learned to place
the mouse in the 4th quadrant and east of the Rubik’s cube. It
also successfully positioned the pencil and dry erase marker
inside of the pen cup in scene 1.

Although the RF models used for generation of these
organized scenes were generalized, and therefore different
from the models that achieved high cross-validation accuracy
in Section IV-C, study participants rated the random forest
organizations quite highly in terms of satisfaction. As seen in
Figure 5d, participants were more satisfied with the scenes as
organized by the random forest compared to those organized
by the random guesser. The difference is statistically signif-
icant at p < 0.05 (t-statistic 68.784 with 105.726 degrees of
freedom).

E. Robot Demonstration
We used HERB 3.0 [36] to organize 5 soda cans in

simulation (visualized using RViz), and in real. See Figure 7.
HERB is the Home Exploring Robot Butler; it is the robotic
platform used for testing our models. HERB 3.0 has a mobile
base and 2 Barrett 7−DOF WAM arms with Barrett hands;
only arms and hands were used in manipulating objects
in our experiment. It is also equipped with multiple laser
rangefinders and cameras placed in various configurations
(e.g. base, neck, etc.) to allow versatile perception capabil-
ities; these were not used. Seeing as how our major goals
were to analyze the spatial reasoning capabilities of the two
models, and the advantage multimodal learning yields to it,
We kept most of our work in “simulation” using cylindrical
objects as a proof of concept. We also demonstrated the
performance using an actual robot, HERB, performing a desk
organization task, as a way of more tangibly demonstrating
the above results.

This trial demonstrates that with the proper modeling
of spatial relations and using motion planning algorithms,

Fig. 7: Robot trials in simulation and real-life. Video in [37]

robots performing such tasks as desk organization are fea-
sible in home environments. As learned models mentioned
above produce positions of objects according to spatial
relations learned from human demonstrations, the focus of
robot integration is moving objects from any initial start
position to a goal position provided by our learned model.
Thus, we designed our trial consisting of a start and goal
position for each of the 5 soda cans used in the experiments.
The start positions were randomly selected on the right side
of the table. The goal positions are extracted from running
the random forest model. HERB was positioned near the
table and used its right arm to successfully move all the
soda cans to their goal positions [37].

V. DISCUSSION

Random forests performed well but the weights of the
model are difficult to interpret. Markov Logic Networks are
mainly for performance and interpretability, as they perform
well in simulation, and in the survey to some extent. It is easy
to understand what an MLN learned as it simply consists of
weighted first order logic formulae, which we designed to be
very indicative of what features are being used to determine
spatial relations.

The models do have their limitations as well. One limita-
tion of MLNs is intractability. If an MLN has too many for-
mulae, inference becomes intractable, or takes prohibitively
long. One limitation of the random forest model is that
it requires fixed input dimensionality, meaning one trained
on 8-object scenes cannot be used for inference on 9-
object scenes. A realistic, deployable model would need
to be able to handle scenes with any number of objects.
Another limitation we faced with Random Forests was the
presence of conflicts, that is, sometimes the random forests
would suggest in one scene two conflicting relations. For
example, say RFquad assigns QUAD(o1, 3) and QUAD(o2,
3) for two objects. RFrel could, in some instances, predict
DIR(o1, o2, N) and DIR(o2, o1, N). This occurred because
the RFrel does not take into account previous predictions in
the scene; it predicts each relation independent of all other
ones in the scene. However, we corrected for this by ignoring
the conflicts in a manner consistent with how the program
would have done it; once one relation is predicted, all other
conflicting relations are null and void. Note that, in order to
measure the capabilities of these models for capturing spatial
relations, we “turned off” the noise, by using pristine, hand-
labeled annotations from the surveys as opposed to running



the MaskRCNN on them. In this, we make an assumption
that the MaskRCNN can accurately detect each object and
attribute annotators produce perfect annotations.

In the future, we plan to perform realistic robotic ma-
nipulation tasks in real homes. This would involve the
creation of visual attribute annotators for color, shape, and
size while haptic annotators would require use of a robotic
arm and haptic sensor to pick up each object, as detected
by MaskRCNN, to determine its rigidity and weight. This
would involve some pipeline, similar to 2, which could also
potentially involve natural language input to supplement or
replace missing or inaccurate property annotations.
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