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Abstract— Good communication is critical to seamless
human-robot interaction. Among numerous communication
channels, here we focus on gestures, and in particular on
spacial deixis: pointing at objects in the environment in order to
reference them. We propose a mathematical model that enables
robots to generate pointing configurations that make the goal
object as clear as possible — pointing configurations that are
legible. We study the implications of legibility on pointing, e.g.
that the robot will sometimes need to trade off efficiency for
the sake of clarity. Finally, we test how well our model works
in practice in a series of user studies, showing that the resulting
pointing configurations make the goal object easier to infer for
novice users.

I. INTRODUCTION

In a world of increasing robot functionality, communica-
tion has become key to successful human-robot interactions.
Communication can entail explicit verbal statements [1–3],
or nonverbal cues through motion [4–6], gaze [7, 8], or
gestures [9–12].

Among many communicative actions, here we focus on
spacial deixis — on producing pointing gestures. Regardless
of language and culture, we rely on pointing to refer to
objects in daily interactions [13], be it at the grocery store,
during a meeting, or at a restaurant.

Imagine pointing at one of the objects on a table. This
pointing configuration has to accomplish two tasks: (1) it has
to convey to the observer that you are pointing at the goal
object, and (2) it has to convey that you are not pointing at
any other object.

Myopically deciding on a pointing configuration that ig-
nores this second task can lead to the situation in Fig.1(left),
where even though the robot’s pointer is directly aligned with
the further bottle, it is unclear to an observer which of two
objects is the goal. It is the second task, of not conveying
other goals, that ensures the clarity – or legibility – of the
pointing gesture.

With this work, we introduce a mathematical model that
enables robots to point legibly, producing pointing configura-
tions like the one in Fig.1(right). Although this configuration
is not as efficient, requiring the robot to move further from
its starting configuration, it is more legible: it sacrifices
efficiency to make the goal object clear.

The problem of generating pointing configurations has
been studied in robotics as an inverse kinematics problem of
aligning an axis with a target point [14], or a visually-guided
alignment task [10]. Here, we explicitly focus on finding an
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Fig. 1: Left: An efficient pointing configuration that fails to clearly convey
to an observer that the goal is the further bottle. Right: Its less efficient, but
more legible counterpart, which makes the goal clear.

axis that will make the target object most clear, analogously
to work on legible motion [5, 6, 9, 15–17] or handovers [18].

Legible pointing has been a focus in the computer graphics
community [19]. There, it is possible to go beyond the
physical constraints of robots and augment a character’s
configuration with virtual features, such as extending the
character’s arm to the goal object [20], or visually highlight-
ing the object [21]. Here, we focus on legible pointing while
constrained by the physical world.

Our work proposes a mathematical model for generating
legible pointing configurations for robots, studies its impli-
cations for the way a robot points, and puts it to the test in
a series of three studies.
A Mathematical Model for Legible Pointing: If the robot
in Fig.1 had a laser ray going out of its index finger and
landing on the target object, then both configurations would
be perfectly legible. In reality though, there is ambiguity
about the pointing direction. We do not have the accuracy
of laser pointers — not in forming pointing configurations,
and definitely not in observing them. What we have is more
akin to a torch light, shooting rays in a range of directions.

Starting with such a ray model, we create a cost function
that balances two expectations: (1) that the pointing configu-
ration will point directly at the target and not be occluded by
obstacles, and (2) that the pointing configuration is efficient,
in that it stays close to the robot’s starting configuration.

Such a model leads to the configuration in Fig.1(left),
where the central rays emerging from the robot’s pointer
do hit the goal object, and are not occluded by the obstacle.
Yet, the configuration is illegible: this model focuses on the
first task, of conveying the goal object, but fails to capture
the second, of not conveying other goals.

To address this issue, we use this ray-based cost function
to derive a legibility reward function that explicitly accounts
for the probability that the observer will assign to the
other potential goal objects in the scene. The best pointing
configuration is the one that maximizes the probability of the



goal object, at the same time minimizing the joint probability
of other goals.
Implications: Next, we discuss the implications of legibility
on how the robot points, for both the position of the
pointer, as well as the orientation. A main implication is
that efficiency has no bearing on legibility: the robot will
spare no expense in order to make the goal object as clear
as possible, including getting closer to it, or even (counter-
intuitively) exaggerating the orientation of its pointer away
from other objects.
User Study Evaluation: We run a series of three user studies
to test the legibility pointing model. Our results do support
that users can more easily identify the robot’s intent, but they
also suggest that the observer’s viewpoint plays a crucial
role in this process. Legibility optimization never worsens
how clear a pointing configuration is, but the extent of the
improvement varies with the viewpoint. Thus, incorporating
the observer’s viewpoint into the legibility model is a main
area of future improvement.

Further along, we are excited to explore our legible point-
ing model’s applicability further, including to other channels.
In particular, we believe legible gaze will share a lot of
similarities with legible pointing, especially for robots with
neck articulations with can move their head to a position that
enables them to more clearly indicate where they are looking.
Finally, we look forward to exploring how these channels
could be combined to make human-robot interactions and
collaborations more seamless.

II. POINTING AS COST OPTIMIZATION

We begin by modeling pointing as the minimum of a cost
function based on rays that shoot out from the pointer and
intersect the goal objects, or get blocked by obstacles in the
scene.

Formally, the robot is in a starting configuration, S ∈ Q,
and needs to point at the goal object G within a set of objects
G. The robot must find a pointing configuration P ∈ Q. We
model finding this pointer as an optimization problem.

The natural human end effector shape when pointing is
to close all but the index finger [22, 23], which serves as
the pointer. We assume the robot’s end effector is in some
equivalent shape, as in Fig.1. Let φ(P ) denote the transform
of the pointer when the robot is in configuration P .

We expect a good pointing configuration to satisfy the
following trivial properties: (1) the pointer must be directly
oriented towards the goal object; (2) there should be no
obstacles in between the pointer and the goal object.

We design a cost function for pointing such that the
minima satisfy these properties, and deviating from them is
more and more expensive. To this end, we propose a ray
model as in Fig.2, where ray vectors r shoot out from the
pointer. Rays that do not contact the goal object are assigned
no weight. Rays that contact the goal object are assigned a
higher weight when they are more aligned with the pointer
φ(P ):

RG(P ) =

∫
δ(P, r,G)w(r)dr∫

w(r)dr
(1)

G
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S

Fig. 2: The ray model only takes into account rays that hit the object,
weighing them more when they are more aligned with the pointer.
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Fig. 3: Left: RG as a function of the distance to the goal object. Right:
LG as a function of the distance, with different other object positions in
the way.

with w increasing with the dot product between the pointer
and the ray, and δ a function evaluating to 1 when the ray
at angle r intersects the goal object, and 0 otherwise.

However, simply accounting for the ray intersections does
not tell the whole story. As the pointer φ(P ) moves closer the
the goal G, more rays intersect and therefore RG increases
– see Fig.3(left). This would imply that the best pointing
position would be to be as close to the object as possible to
the point of touching it.

In contrast, humans observing agents tend to apply the
principle of rational action, expecting them to take efficient
actions to achieve their goals [24]. In the case of pointing,
this implies we expect robots to not deviate too much from
their starting configuration. Thus, we model the cost of a
pointing configuration as the trade-off between a high reward
RG and moving the minimal distance from the start:

CG(P ) = (1−RG(P )) +
λ

M
||S − P ||2 (2)

with
M = max

p∈Q
||S − p||2 (3)

Fig.4a plots this cost for all positions in a 2D grid, assuming
the direction of the pointer is aligned with the goal object
(in green). There is a large increase in cost around the other



(a) Cost CG surface

(b) Legibility LG surface

Fig. 4: Surface plots for the cost model, and for the corresponding proba-
bility of the goal object.

object (in red), because this objects starts blocking the rays
when the pointer is in those positions.

III. LEGIBLE POINTING

Optimizing CG(P ) only accounts for the goal object and
any obstacles that might be in the way. However, it fails
to account for other candidate goal objects in the scene, as
indicated in Fig.5.

As a result, the expected pointer could create an ambigu-
ous situation if another object is sufficiently aligned with the
goal: pointing to the goal may also seem to point at this other
object.

Therefore, in order to generate a pointer that clearly points
at the goal we need to take into account other objects.
For a given pointing configuration, we form a probability
distribution over candidate objects and search across it to

(a) Cost (b) Legibility

Fig. 5: While the ray model only treats other objects in the scene as
obstacles, the legibility model directly accounts for the probability that an
observer will assign to them given a pointing configuration.

determine the pointing configuration that makes the actual
goal the most probable.

We start with a probability distribution over pointing
configurations given an object. Based on our cost function
CG and the principle of maximum entropy [25], we define
a probability distribution analogous to [6]:

P (P |G) ∝ e−CG(P ) (4)

Using Bayes’ Rule we can then compute the probability of
an object given a pointing configuration:

P (G|P ) ∝ P (P |G)P (G) (5)

We compute a legibility reward by normalizing this formula
over all candidate objects in the scene, G:

LG(P ) = P (G|P ) = e−CG(P )∑
g∈G e

−Cg(P )
(6)

Fig.4 shows a comparison between this probability (LG) and
the cost CG.

Fig.3(right) plots LG as a function of distance to the goal
for different locations of another object in the scene. In the
middle location, the object is tangent to the trajectory of the
pointer as it moves towards the goal: at that point, all rays
are blocked by this other object, leading to a sudden drop in
the probability.

The most legible pointer maximizes the probability of the
correct goal:

P ∗ = max
p∈Q

P (G|p) = max
p∈Q

LG(p) (7)

To find P ∗ in high-dimensional spaces, we can perform
gradient ascent on the legibility reward LG:

p← p+ α∇LG (8)

with

∇LG =

∑
g∈G e

−(CG(p)+Cg(p))[∇Cg(p)−∇CG(p)]

[
∑

g∈G e
−Cg(p)]2

(9)

The gradient has an intuitive interpretation. For each other
object g ∈ G, we update the pointing configuration such that
the cost increases for that object (by following the positive
gradient direction ∇Cg(p)), and the cost of G decreases (by
following the negative gradient direction −∇CG(p).

Since the ray model is inherently non-analytical and thus
requires numerical differentiation, making the gradient com-
putation for Cg more efficient in high-dimensional spaces is
still an area of future research, which we discuss in Sec. VI.



Fig. 6: The legible pointer to the green object for different constraints.

IV. IMPLICATIONS

Optimizing for legibility, as opposed to for CG, has several
implications.

A main implication is that the distance from the starting
configuration S becomes inconsequential: P (G|P ) does not
depend on the distance to S.

Proof: P (G|P ) = e−CG(P )∑
g∈G e−Cg(P ) ⇒ P (G|P ) =

e−(1−RG(P ))+ λ
M
||S−P ||2∑

g∈G e−(1−Rg(P ))+ λ
M
||S−P ||2

⇒ P (G|P ) = e−(1−RG(P ))∑
g∈G e−(1−Rg(P ))

This happens because the purpose of legibility is to find the
absolute clearest pointing configuration, even if that requires
more effort: legibility will spare no expense in making the
goal object clear.

As a result, the optimal pointing configuration is different
from the optimum with respect to CG. And because legibility
incorporates the probability of the other potential goals in the
scene, the resulting pointing configuration is also different
from simply using the ray model only, RG – both in position
and orientation (we detail this is Sec. IV-C and Sec. IV-C).

As with motion, legibility can result in too much ineffi-
ciency (analogous to over-exaggeration), and the optimiza-
tion for legibility can be constrained to a trust region [6].

A. Pointer Position Under Different Constraints

Fig.6 illustrates the the most legible pointer given that the
position is constrained to the shaded area, and the orientation
is constrained to direct towards the goal object in green.

The first situation is a constraint arising when the pointer
is not allowed to touch the goal object: often times when
we point, we avoid contact with the object even when it is
within reach. In this case, the robot is pointing from the right,
because from this position all the rays that would hit the red
object are blocked by the goal object: the legible pointer
uses the goal object to block all ray vectors that would hit
the other object.

The second situation corresponds to a reachability con-
straint: the robot cannot travel past a certain distance from
the starting configuration S. The third is a constraint akin to
a ”glass wall”: the robot has to point from one side of the
wall to the next, and the red object blocks the green, causing
the robot to have to move significantly to increase legibility.
Finally, the last situation is a multiple objects one with the
same type of constraint.

Fig. 7: Legibility is different from the ray model because it accounts for the
probability that will be assigned to the other objects. In this example, both
pointers are equally good according to the ray model, because the other
object does not occlude either pointer. However, the pointer in right the
right image is more legible. We put this to the test in practice in our last
experiment.

B. Difference Between Legibility and Ray Model in Position

Even though legibility does not account for distance, it
is different from solely using the ray model RG, because
it accounts for other candidate goal objects. We create an
illustrative example in Fig.7, where we constrain the position
of the pointer to a fixed distance to the goal object.

The figure shows two different pointers. They both have
the same ray value RG, because in both cases the other object
does not block any rays that would normally hit the goal.

However, the pointer in the left image is much less legible
because it does not account for the probability an observer
would assign to the other object. In contrast, the pointer
on the right is the result for optimizing LG, and makes the
intended goal much more clear.

C. Pointer Orientation

The orientation of the pointer is also different for legibility.
Depending on the weighting function w for the rays, instead
of pointing directly at the target as both RG and CG would
suggest, a legible pointer can angle away from the other
objects in order to decrease their probability relative to the
goal object. We test this orientation exaggeration strategy in
one of our experiments in the next section.

V. EXPERIMENTAL RESULTS

We test our pointing model in a series of experiments
with HERB [26], a bi-manual mobile manipulator with two
Barrett WAMs that moves on a Segway RMP.



(a) Cost (View 1) (b) Legibility (View 1) (c) Cost (View 2) (d) Legibility (View 2)

Fig. 8: The four experimental conditions for our main study, which manipulates legibility and observer viewpoint.
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Fig. 9: Effects of legibility (top) and viewpoint (bottom) on correctness of
predictions (left), and correct prediction confidence (right).

A. Main Study: Cost vs. Legibility

Our main study compares how clearly a pointing configu-
ration conveys its goal object for the cost and legibility op-
timizations, testing our model’s prediction that maximizing
legibility will be more effective than minimizing cost.
Manipulated Factors: We manipulate legibility – whether
the pointing is generated by minimizing the cost CG from
(2) or by maximizing the legibility score LG from (6).
For efficiency, we perform the optimization in a restricted
space of pointers, where the pointer is constrained to point
directly at the goal object (we explore effects of orientation
exaggeration in a side study), and the optimization over
position happens in the 2D plane, constrained by the robot’s
arm reachability.

We also manipulate the viewpoint. The point of view of the
observer can change the perception of geometry. To control
for this potential confound, we test two different opposite
view points, one from the right of the robot and the other
from the left.

We use a factorial design, leading to a total of four
conditions, shown in Fig.8.
Dependent Measures: We measure how clearly the pointing
configuration expresses its goal object (as opposed to other
objects in the scene).

We show the participants (an image of) the robot pointing,
and ask them to 1) select which of the two objects on the
table the robot is pointing at (the objects are labeled in the
images) — we use this to measure prediction correctness,
and 2) rate their confidence on a 7-point Likert scale — we
use this to measure correct prediction confidence by comput-
ing a score equal to the confidence for correct predictions,
and equal to the negative of the confidence for incorrect
prediction (i.e. we penalize being confidently wrong).

We also ask participants to rate how expected or natural
the robot’s pointing configuration is, on a 7-point Likert
scale, since the cost minimization was designed to better
match the expectation of efficiency, while the legibility
optimization was designed to be more clear about which
object is conveyed.
Hypotheses:

H1. Legibility positively affects prediction correctness and
correct prediction confidence.

H2. Legibility negatively affects expectedness.
Subject Allocation: We opted for a between-subjects design
in order to avoid biasing the participants. This is especially
important because all conditions have the same target object,
and seeing one pointer affects the prior over what the robot
is pointing at.

We recruited 20 participants per condition (leading to a
total of 80 participants) using Amazon’s Mechanical Turk.
We imposed two selection criteria for the participants: a high
acceptance rate on their previous work to avoid participants
who are not carefully considering the task, and a US location
to avoid language barriers.
Analysis: In line with our first hypothesis, a logistic regres-
sion on prediction correctness with legibility and viewpoint
as factors revealed a significant main effect for legibility
(Wald χ2(1, 80) = 12.68, p < .001): legible pointing was
indeed more legible (or clear) than minimizing the pointing
cost. The viewpoint factor was marginal (χ2(1, 80) = 2.86,
p = .09), with the first viewpoint leading to worse predic-
tions.

With correct prediction confidence, the differences were
all the more clear. A factorial ANOVA also showed a signifi-
cant main effect for legibility (F (1, 76) = 21.86, p < .0001),
and also one for viewpoint (F (1, 76) = 4.85, p = 0.03).
The interaction effect was only marginal (F (1, 76) = 64.8,
p = .057).

Fig.9 plots the two measures for each factor. We see
that legibility increase both measures, but increases the
confidence score more, and that it has a larger effect than the



viewpoint. Our data also revealed that legibility optimization
is less susceptible to viewpoint changes than cost optimiza-
tion: for the legible pointing, the mean difference between
viewpoints for confidence is only 0.25, compared to 3.85 for
the cost minimization.

Looking at the rating for how expected or natural the
pointing configuration is, we found that the second hypothe-
sis was only supported for one of the easier viewpoints (view
2). An ANOVA revealed only a significant interaction effect
(F (1, 76) = 12.8, p = .028), with the Tukey HSD post-hoc
analysis showing that for the second viewpoint (which led
to large differences for the cost minimization configuration),
the cost minimization configuration was significantly more
expected than the legible configuration (p = .0446).

This was not true for the first viewpoint, where the cost
minimization rating was much lower than for the first view-
point, despite the actual configurations being identical. This
shows the importance of viewpoints: an expected/natural
configuration from one viewpoint can seem unnatural from
a different viewpoint. Our conjecture is that this happens be-
cause certain viewpoints deem the cost minimization output
too unclear.

B. Side Studies

We ran two follow-up studies exploring smaller, more
subtle differences: one focused on testing the effectiveness
of orientation exaggeration (the implication of legibility from
Sec. IV-C), and the other on the difference between legibility
and directly using the ray model, from Sec. IV-B.

Because these differences are more subtle, we opted for
within-subjects designs, which would enable participants to
make direct comparisons. As a result of this, we changed our
dependent measures: we explicitly told participants which
object the robot is pointing at, and asked how clearly each
pointing configuration indicates that object.
Orientation Exaggeration: While our main study was about
making pointing legible by altering position, here we alter the
angle at which the robot is pointing, and explore orientation
exaggeration.

Based on the results of our main study, we select the view-
point that puts the cost minimization at an advantage, making
it more clear. We then produce a pointing configuration that
exaggerates the orientation slightly, and show participants the
two images side by side for a comparison.

Our hypothesis is that the legible pointing configuration
will be rated as more clearly expressing the goal object.

We recruited 20 additional participants for this study,
and each participant rated both configurations. Our analysis
revealed that the legible configuration was rated higher, but
not significantly so (t(19) = 1.23, p = .23).

As a follow-up, we re-ran the study, but with the robot
pointing at the other object (the left instead of the right, as
in Fig.10): while this viewpoint is advantageous when the
robot is pointing to the right object, it makes pointing to the
left object less clear.

Indeed, here we saw a significant difference in the clarity
ratings from participants, with the legible (orientation exag-
geration) configuration received a significantly higher rating
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Fig. 10: Legibility by orientation exaggeration. The pictures show the direct
way of pointing at the left bottle (left), and the exaggerated way (right).
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Fig. 11: The difference between the ray model (for which both configura-
tions are identical, since there are no occlusions and the pointer is at the
same distance from the goal), and the legibility model, which reasons about
the probability assigned to the other object.

(t(19) = 2.68, p = .0147).
Again, we see that legibility tends to help in both cases,

but that here the viewpoint seems to be even more important:
legibility can help when the viewpoint is favorable, but it has
larger advantages with viewpoints that make the direction of
pointing more ambiguous. By exaggerating the orientation,
the robot can add that extra degree of clarity.
Legibility Is Different From the Ray Model: Our last study
explores the difference between the ray model, which reasons
about distance from the object and occlusions by obstacles,
and the legibility model, which explicitly reasons about the
probability that a pointing configuration could be interpreted
as pointing to a different object.

In particular, we explore the difference between the two
pointers from Fig.7, replicated on the robot in Fig.11: the two
configurations are identical from a ray model perspective, but
the bottom one is more legible. The distance from the goal
object is the same for both pointers.



Our hypothesis is that the second configuration (the legible
one) will be rated as more clearly expressing the goal object.

We recruited 20 additional participants to do a side-by-
side comparison of the two pointers. A paired t-test showed
that the legible pointer was indeed rated significantly higher
(t(19) = 3.82, p = .0011).

This result emphasizes the importance of explicitly rea-
soning about the other objects in the scene that the observer
could potentially interpret as the goal of the pointer — the
importance of legibility.

VI. DISCUSSION

We proposed a model for legible robot pointing, analyzed
its implications for the way the robot points, and evaluated
it in a series of three user studies. We found that optimizing
for legibility does make the goal object of the pointer more
clear in practice.

Like any user studies, ours too suffer from certain limita-
tions. Key among them is the use of images as opposed to in-
person views of the robot: this was a logistical necessity for
the between-subjects design, but future work should follow
up with a smaller pool of in-person users, and include the
full gesture from the starting configuration to the pointing
one. However, even using images provided insight into the
utility of legibility and the biases introduced by changes in
the viewpoint.

A main direction of improvement in the theory, as revealed
by our studies, is incorporating the viewpoint directly into
the legibility model. For this, the robot needs a model of
how the viewpoint should change the weighting of virtual
rays emitted by its pointer.

A second direction of improvement is a faster numerical
approximation of the gradient of CG, which remains difficult
to compute in high-dimensional spaces.

We are excited to explore these directions, along with
the applicability of our model beyond pointing, to legibility
of robot gaze: much like with pointing, gaze has direction
uncertainty, and can benefit from a more carefully chosen
position and orientation of the head.
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