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Going into the Real-world

Å Robot models and simple world interactions can be pre-encoded

Å Planning on those models enables the robots to operate under 

benign/narrow conditions right away

Å Real-world: real -time +going beyond whatôs given
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Waseda/Mitsubishi robot
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Learning in Search-based Planning
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Speeding up 

planning

Learning 

cost function

Going beyond 

the prior model

Waseda/

Mitsubishi

Re-use of previous results within search (Phillips et al.,ô12; Islam et al.,ó18)

Learning heuristic functions (Bhardwaj et al.,ô17; Paden & Frazzoli,ô17; Thayer et al.,ô11)

Learning order of expansions (Choudharyet al.,ô17)
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Learning in Search-based Planning
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Speeding up 

planning

Learning 

cost function

Going beyond 

the prior model

Learning a cost function from demonstrations (Ratliff et al.,ô09; Wulfmeieret al.,ô17)

Crusher (from Ratliffet a., ó09 paper)
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Learning in Search-based Planning
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Speeding up 

planning

Learning 

cost function

Going beyond 

the prior model

Learning additional dimensions to reason over (Phillips et al.,ô13)

Combining learned skills and prior model (Vasudev et al., ongoing)
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Learning in Search-based Planning
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Experience Graphs [Phillips et al., RSSô12]

ÅMany planning tasks are repetitive

- loading a dishwasher

- opening doors

- moving objects around a warehouse

- é

ÅCan we re-use prior experience to 

accelerate planning, in the context of 

search-based planning?

ÅEspecially useful for high-dimensional 

problems such as mobile manipulation!
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Experience Graphs [Phillips et al., RSSô12]

Given a set of previous paths (experiences)é
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Experience Graphs [Phillips et al., RSSô12]

Put them together into an E-graph (Experience graph)
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Given a new planning queryé
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Experience Graphs [Phillips et al., RSSô12]
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Experience Graphs [Phillips et al., RSSô12]
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Re-use is via focusing search with a recomputedh (ʁ) heuristic function:

Experience Graphs [Phillips et al., RSSô12]
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Re-use is via focusing search with a recomputedh (ʁ) heuristic function:

Experience Graphs [Phillips et al., RSSô12]

General idea:
Instead of biasing the search towards the goal, heuristics 
h (ʁs) biases it towards a set of paths in Experience Graph

General idea:
Instead of biasing the search towards the goal, heuristics 
h (ʁs) biases it towards a set of paths in Experience Graph
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Re-use is via focusing search with a recomputedh (ʁ) heuristic function:

Experience Graphs [Phillips et al., RSSô12]

/ŀƴ ōŜ ŎƻƳǇǳǘŜŘ Ǿƛŀ ŀ ǎƛƴƎƭŜ 5ƛƧƪǎǘǊŀΩǎ ǎŜŀǊŎƘ ƻƴ ǘƘŜ 
Experience Graph

/ŀƴ ōŜ ŎƻƳǇǳǘŜŘ Ǿƛŀ ŀ ǎƛƴƎƭŜ 5ƛƧƪǎǘǊŀΩǎ ǎŜŀǊŎƘ ƻƴ ǘƘŜ 
Experience Graph
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Re-use is via focusing search with a recomputed h (ʁ) heuristic function:

heuristics hʁ(s) is guaranteed to be ʁ-consistentheuristics hʁ(s) is guaranteed to be ʁ-consistent

Experience Graphs [Phillips et al., RSSô12]
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éwould like to re-use E-graph to speed up planning in similar situations

goal

start
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Re-use is via focusing search with a recomputedh (ʁ) heuristic function:

Theorem 1: Algorithm is complete with respect 
to the original graph

Theorem 2: The cost of the solution is within a 
given bound on sub-optimality

Theorem 1: Algorithm is complete with respect 
to the original graph

Theorem 2: The cost of the solution is within a 
given bound on sub-optimality

Experience Graphs [Phillips et al., RSSô12]
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Application of Experience Graphs

Å Learning to plan faster from experience and demonstrations
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Learning in Search-based Planning
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Speeding up 

planning

Learning 

cost function

Going beyond 

the prior model

Learning additional dimensions to reason over (Phillips et al.,ô13)

Combining learned skills and prior model (Vasudev et al., ongoing)
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Learning Additional Dimensions

Å Learning Additional Dimensions in the Graph from Demonstrations 

[Phillips et al.,RSSô13]
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Learning Additional Dimensions

Å Learning Additional Dimensions in the Graph from Demonstrations 

[Phillips et al.,RSSô13]
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Demonstrations provided in simulation; work by A. Dornbush


